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SCALABLE IPU SYSTEMS

SILICON

A MULTI-GENERATIONAL SILICON ARCHITECTURE PROVIDING
OPTIMIZED SUPPORT FOR HIGH PERFORMANCE MACHINE
INTELLIGENCE APPLICATIONS AND WORKLOADS AT SCALE

PLATFORMS

HARDWARE PLATFORMS DESIGNED TO DEPLOY IPU DEVICES WHICH
ENABLE OPTIMIZED APPLICATIONS TO EXECUTE EFFICIENTLY IN
SUPPORT OF INDUSTRY STANDARD DEPLOYMENT USE CASES

SOFTWARE

SUPPORT FOR COMMON MACHINE INTELLIGENCE DEVELOPMENT
FRAMEWORKS AND DIRECT IPU PROGRAMMING THAT ENABLES
DEVELOPERS TO SEAMLESSLY INTEGRATE IPUS INTO APPLICATIONS
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SCALING ON DEVICE

------------------------------------------------
------------------------------------------------

1216 FULLY PROGRAMMABLE |IPU COMPUTE TILES
EACH WITH 256KB IN-PROCESSOR MEMORY™
ACCELERATED FLOATING POINT HARDWARE ENGINES
6 INDEPENDENT HARDWARE WORKERS PER TILE
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8 TB/S TILE TO TILE COMMUNICATION
SUPPORTS ANY COMMUNICATION PATTERN
FULLY TIMING DETERMINISTIC EXECUTION
DRIVEN BY COMPILER SUPPORT IN SOFTWARE
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HARDWARE ACCELERATED TILE SYNCHRONISATION
LOW LATENCY MESSAGING OF WORK COMPLETION
USED TO MOVE BETWEEN COMPUTE AND EXCHANGE
EXTENDED INSTRUCTION SET FOR SYNCHRONISATION
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FIRST GENERATION IPU - COLOSSUS MK1

23.6 BILLION TRANSISTORS, 7296 FULLY INDEPENDENT WORKERS, 45 TB/S MEMORY BANDWIDTH
300MB IN-PROCESSOR MEMORY™, PCle GEN4 INTERFACE, IPU-LINK™ INTERFACE

GRAFHCORE



SCALING ACROSS DEVICES

-
-

EEjjI=E
180
S
e
il

EE|
++
+4

%
0
0
|
8
=
=]
=

|

=
10
IS
+%
+%
_I_%
+

-E3 8
00

ES|ES
+%+%

=
1
10
0

=
i%
=
0

=

=E
10
By
10

0
0
0

&=
-
-
-
-

UP TO 64 IPU DEVICES USABLE AS A SINGLE LARGE IPU FROM APPLICATIONS
466944 FULLY INDEPENDENT WORKERS, 19.2GB IN-PROCESSOR MEMORY™, LEVERAGING OVER 1.5 TRILLION TRANSISTORS

IPU-LINK™

GRAFHCORE

THE IPU EXCHANGE MODEL EXTENDS OFF DEVICE
ALLOWS TILE MESSAGING ACROSS IPU DEVICES
SUPPORTS OPTIMIZED CROSS IPU SYNCHRONISATION
DRIVEN BY COMPILER SUPPORT IN SOFTWARE

PROVIDES 320 GB/S IPU TO IPU BANDWIDTH
SUPPORTS COMMUNICATION BETWEEN IPUS
LAYOUT FULLY SOFTWARE CONFIGURABLE
SUPPORTS POINT TO POINT TILE MESSAGING

GRAPH COMPILE DOMAIN FOR APPLICATIONS
CREATES A SINGLE LARGE IPU SOFTWARE TARGET
FULLY CONFIGURABLE PARTITIONING OF IPUS
BOTH DATA PARALLEL AND MODEL PARALLEL



SCALING ACROSS SYSTEMS
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IPU-LINK™

256 IPU APPLICATION TARGET BUILT FROM INTERCONNECTED 64 IPU DOMAINS
SCALE OUT SUPPORT UP TO A MAXIMUM OF 4096 IPUS WITH FIRST GENERATION COLOSSUS MK1

GRAFHCORE

* IPU EXCHANGE SUPPORT ACROSS DOMAINS

* DRIVEN BY COMPILER SUPPORT IN SOFTWARE

* ENABLES APPLICATION COLLECTIVES SUPPORT
* ALLOWS SCALING UP TO 4096 IPU DEVICES

* IPU LINK™ CAN BE EXTENDED ACROSS DOMAINS
* SUPPORTS OPTIMIZED IPU LINK™ COLLECTIVES

* ALLOWS REPLICATION ACROSS SYSTEMS

» SUPPORTS A STANDARD IPU SOFTWARE MODEL

* IPUS CAN ACCESS MEMORY AND DEVICES OVER PCIE
* ALLOWS INTERFACING WITH HOST BASED SOFTWARE
* APPLICATIONS CAN BUILD ON HOST NETWORKING

* ALLOWS SCALING IN STANDARD SERVER PLATFORMS



EXECUTION MODEL

COMPUTATIONAL GRAPH BSP SCHEDLULE COPTIMIZED IPU ERECUTION

I I BSP EXECUTION TRACE - IPU TILES O - 1215
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: ; OUTPUT FROM POPVISION GRAPH ANALYSER
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POPLAR® SDK

MACHINE LEARNING FRAMEWORKS POPLAR® DRIVERS
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MULTI-IPU CONSTRUCTS

MODEL PIPELINING

MODEL SHARDING MODEL REPLICATION
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SUPPORT THE SPLITTING OF MODELS SUPPORT THE REPLICATION OF MODELS SUPPORT THE PIPELINING OF MODELS

ACROSS AN ENTIRE IPU SYSTEM ACROSS MULTIPLE IPU DEVICES

ACROSS MULTIPLE IPU DEVICES
EXTRACT MAXIMUM PERFORMANCE FOR

ENABLE DATA PARALLEL TRAINING AND
MODEL PARALLEL EXECUTION

ALLOW USER DRIVEN SOFTWARE
AUTOMATIC REPLICATION OF MODELS

CONTROL OF MODEL PARALLELISM

FULLY SUPPORTED IN PYTORCH, TENSORFLOW, POPART™ AND POPLAR®
GRAFHCORE



GRAPH LIBRARY

* SIMPLE C++ GRAPH BUILDING API
* IMPLEMENT ANY APPLICATION
* FULL CONTROL FLOW SUPPORT

Vertices
(processing)

Tensor variables
(data)

USER DEFINED COMPUTATIONAL GRAPH
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POPLAR AND POPLIBS USER GUIDE
INTRODUCTION

COMPREHENSIVE POPLAR USER GUIDE

POPLAR®

GRAPH COMPILER

+ OPTIMIZING IPU GRAPH COMPILER
* IMPLEMENTS IPU EXECUTION MODEL
+ CODE GENERATION USING LLVM

GRAPH COMPILER INTERMEDIATE REPRESENTATION

WWW.GRAPHCORE.AI/DEVELOPER

o oo B i@ = graphcornai @ (@

GRAFHCORE GRAFHCORE

—
G| a5 s

UISING MULTIPLE IPUS IN APPLICATIONS TUTORIALS AND CODE EXAMPLES

GRAFHCORE

GRAPH ENGINE

HIGH PERFORMANCE GRAPH RUNTIME
INTERFACES TO HOST MEMORY SYSTEM
HIGHLY OPTIMIZED IPU DATA TRANSFER

GRAFHCORE

DETAILED DESCRIPTIONS OF UNDERLYING CONCEPTS



POPLAR® LIBRARIES

+ OVER 50 OPTIMISED FUNCTIONS FOR COMMON ML MODELS
*+ MORE THAN 750 HIGH PERFORMANCE COMPUTE ELEMENTS

FUNCTIONS USED IN NEURAL NETWORKS (NON-LINEARITIES, POOLING, LOSS FUNCTIONS)

OPTIMIZED LINEAR ALGEBRA FUNCTIONS (MATRIX MULTIPLICATION, CONVOLUTIONS)

FUNCTIONS FOR PERFORMING ELEMENTWISE OPERATIONS ON TENSOR DATA

HIGH PERFORMANCE FUNCTIONS FOR POPULATING TENSORS WITH RANDOM NUMBERS

GENERAL UTILITY FUNCTIONS FOR BUILDING GRAPHS FOR IPU DEVICES

GCL OPTIMIZED COLLECTIVES LIBRARY SUPPORTING MODEL AND DATA PARALLEL

OPTIMIZED WORK PLANNING OF FUNCTIONS ACROSS IPU DEVICES

POPLAR GRAPH COMPILER INTERMEDIATE REPRESENTATION FOR MATRIX MULTIPLICATION OPERATIONS, CUSTOM GRAPH LAYOUT SPECIALISED BASED ON SHAPES OF INPUTS AND OUTPUTS

GRAFHCORE
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THE POFLIBS LIBRARIES

TUTORIAL I: PROGRAMS AND VARIABLES

GRAPHS, VARIABLES AND PROGRAMS

WWW.GRAPHCORE.AI/DEVELOPER
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»Model Parallelism with TensorFlow: Sharding and Pipelining

MODEL PARALLELISM WITH TENSORFLOW:
SHARDING AND PIPELINING

MODEL PARALLELISM

This technical note describes how to parallelise TensorFlow models on IP

SHARDING

Shardi
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ual Xeon & System Memory
Model sharding on Dell DSS8440 IPU server

WWW.GRAPHCORE.AI/DEVELOPER

MACHINE LEARNING FRAMEWORKS
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TensorFlow

« TENSORFLOW SUPPORT FOR IPU AS FAMILIAR TARGET FOR MODELS
* FULL PERFORMANT INTEGRATION WITH TENSORFLOW XLA BACKEND
« SUPPORT FOR VERSION 1 & 2 WITH EXAMPLES AND DOCUMENTATION

O PyTorch

* PYTORCH SUPPORT FOR TARGETING IPU WITH SIMPLE EXTENSIONS
« TAKE NATIVE PYTORCH MODELS, DEPLOY AND TRAIN ON IPU DEVICES
« SUPPORT FOR MULTI-IPU PRIMATIVES FROM PYTORCH MODELS

POPART™

« THE POPLAR ADVANCED RUNTIME FOR INFERENCE AND TRAINING
« SUPPORTS ONNX MODEL INPUT AND PYTHON / C++ MODEL BUILDING
« AN OPTIMIZED LIGHTWEIGHT APPLICATION RUNTIME FOR DEPLOYMENT

GRAFHCORE



SOFTWARE ECOSYSTEM

VIRTUALIZATION

DEPLOYMENT

ORCHESTRATION

CONTAINERS

& SECURITY

STANDARD
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Introduction
Initial setup
Using go-docker

Running a TensorFlow app!
onan IPL

Extending the images.
Further reading

Legal

@ graphcore.ai <
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ing IPUs from Docker

USING IPUS FROM DOCKER

INTRODUCTION

This guide explains how you can run applications in Docker on a Linux machine with one or more
physical IPU devices.

Prerequisites:

« Amachine wit
 Ubuntu18.04

IPU devices

INITIAL SETUP

First check if your machine has the IPU device driver installed. You can check this is loaded and running
with the following command:

5 modinto tpu_ariver

f the driver is are installed and running, you should see something similar to:

nfo 1pu_driver

If so, proceed to the next section. If it returns an error along the lines of:

§ modtnto

You will need to install the driver. See the Getting Started Guide for your IPU system for more
nformation.

USING GC-DOCKER
The Graphcore driver package includes some command line tools for managing the IPU system

The gc-docker command is a small wrapper for the command docker run which adds the correct flags to
use a set of IPU devices inside a running container.

I this is not on your path, you will need to go to the driver in
runtime tools:

lation directory and enable the host

5 o (ge-driver-patn)
s enable.sh

This must be done in each shell. Alternatively, you can run the following command to automatically
source it in all new Bash login shells:

s rce [full-patn-to-extracted-ariver] /enable.sn' >> ~/.basn_profile

LOADING DOCKER IMAGES

First, download the Poplar image bundie from the

Then load the bundle into your local Docker daemon:

Check the images have loaded and had tags applied. For example (output trimmed)

5 docker nage

® graphcore/tools: contains only tools to interact with IPU devices

pheore/popiar: Contains Poplar, POPART and the tools to interact with IPU devices,

. . flows contains everything in graphcore/poplar, ith TensorFlow installed on top.
These images are tagged with 1 and 2 to choose between using TensorFlow 1 or 2.

WWW.GRAPHCORE.AI/DEVELOPER




WWW.GRAPHCORE.AI/DEVELOPER

GRAFHCORE

& graphcore

Home About Products Industries Developer Blog Careers _

[owor - ]

BUILD NEXT GENERATION MACHINE

INTELLIGENCE WITH POPLAF®

Learn more about the Graphcore Poplar® SDK and get started
programming IPU systems.

Open & Extensible Poplar Libraries

Get access to 50+ optimised functions for common ML models and 750
high performance compute elements. Modify and write custom
libraries.

ML Frameworks Support

Support for standard ML frameworks: TensorFlow 1and 2, ONNX and
PyTorch with PaddlePaddle coming soon,

T TensorFlow  PYTHRCH

€ ONNX

33 PaddiePaddie

° in]
O Why GitHub?

3 graphcore / examples

Team Enterprise Explore

<>Code Pull requests 8 Security 0 Insights

Marketplace Pricing

Straightforward Deployment

Pre-built Docker containers with Poplar SDK, Tools and frameworks
images to get up and running fast.

Standard Ecosystem Support

Ready for production with Microsoft Azure deployment, Kubernetes
orchestration, Docker containers and Hyper-V virtualization & security

@ github.com

®Watch 19 Yrstar 89

Example code and applications for machine learning on Graphcore IPUs  https://graphcore.ai

machine-learning  deep-learning  graphcore

-0~ 13 commits ¥ 9 branches

@ 0 packages

© Oreleases A1 6 contributors

a8 view license

a

Branch: master~ | | New pull re

B applications

B8 code_examples Remove basic_nmt_example.
B tutorials/poplar
M utils Update (9th April 2020)
[ .arcconfig Update 17th Nov 2019
D .arclint Update 17th Nov 2019

[ .gitignore

Update 17th Nov 2019

davelgraphcore Update BERT with latest code changes/training configurations

ZLSES Cione or download +

Latest commit 23fbf9e on 11 May

Update BERT with latest code changes/training configurations

Add Poplar tutorials from the Poplar and Poplibs user guide

last month
2 months ago
2 months ago
2 months ago
7 months ago
7 months ago

7 months ago

DEVELOPERS

CLOSE TO 1000 USERS SIGNED UP TO WORK WITH GRAPHCORE TECHNOLOGY

POPLAR SDK

MACHINE LEARNING FRAMEWORKS

O PyTorch
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GCL

1F TensorFlow

POPLAR®

GRAPH COMPILER

POPLAR GRAPH LIBRARY
POPLAR DEVICE INTERFACE
GRAPHCORE DEVICE ACCESS

POPLAR STANDARD LIBRARIES
IPU HARDWARE ABSTRATION LAYER

GRAPH ENGINE

DOCUMENTATION

DRIVERS

USER SPACE API

PCle DRIVER

IPUoF DRIVER
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DEVELOPER DOCUIMENTATION

Get up and running fast on the IPU with our comprehensive

software documentation.

IPU Programmer's Guide

Poplar and PopLibs User Guide

POpART User Guide

Targeting the IPU from Tensorflow

Porting TensorFlow Models to the IPU

Tensorflow Model Parallelism: Sharding & Pipelining

HOW-TO VIDEDS

Watch on-demand videos and demos.

Running PyTorch on IPU

ResNext computer vision model demo

Using IPUs from Docker

IPU Command Line Tools

Poplar and PopLibs API Reference
PopART C++ APl Reference
POpART Python API Reference
End User License Agreement

Running TensorFlow on IPU

MCMC probability model demo

GRAFHCORE

APPLICATION EXAMPLES

GRAFHCORE

Training with th

sping and determining
unsupported operations

king availabilty and

full code example

RESNEXT INFERENCE EXAMPLE

When being introduced to a new AP, it i often helpful to have a working example of code to geta
general overview of the key elements involved. A particular model which is useful to review given it
simple topology is ResNeX:

ResNext s an Inception inspired model based on ResNet with repeated computational blocks
interspersed with residual connections. Its primary distinguishing characteristic is the use of group.
I

its module

as opposed

convolutional layers, partition the output channels of the operation into segregated groups. The number

of segregated

ferred to as the models cardinaliy, which

allows for more

robust syntax extraction by allowing for more complex transformations. Anllustration of cardinality is

given i the figure below, where each of the [256, 11, 4] streams in the graph represent a distinct

 while the

t wholeisa
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concatenate
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G——

7 s6dout
ResNext cardinality expressed via group convolutions




Machine Learning, Machine
Intelligence, Al, Machine learning
hardware, Baidu

Graphcore joins Baidu
PaddlePaddle Hardware
Ecosystem

Poplar, Software, Developer
Major new Graphcore
Poplar® SDK 1.1. Released

Machine Intelligence, Al, Memory,

Poplar, IPU, Software, Developer

Graphcore launches new
Poplar® Analysis Tool

Machine Intelligence, Al, IPU,
Computer Vision, Robotics
Imperial College London
accelerate Classical
Computer Vision Problem on
IPU

RAPID PROGRESS WITH PLATFORM CAPABILITY
CLOSE TO 1000 USERS AND GROWING FAST
POPLAR SDK CONTINUES TO EVOLVE AT PACE
DEVELOPER PORTAL MAKES USING IPU SIMPLE
TRY IPU TODAY IN MICROSOFT AZURE CLOUD

GRAFHCORE

Machine Leal

Intelligence, Al, Poplar
Graphcore makes Poplar
SDK Docs publicly available

Machine Intelligence, Al, Machine
learning hardware, microsoft,
ResNeXt, IPU, Healthcare
Microsoft accelerates
ResNeXt-50 Medical
Imaging Inference on the
IPU

Machine Intelligence, Al, Machine
learning hardware, R Xt, C2 Card,
IPU, Microsoft Azure

Qwant publishes New Paper
evaluating IPU Performance
for Image-Based Deep
Learning
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